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Abstract. Damage of a linearly-responding material that can completely disintegrate is ad-
dressed at small strains. Using time-varying Dirichlet boundary conditions we set up a rate-
independent evolution problem in multidimensional situations. The stored energy involves the
gradient of the damage variable. This variable as well as the stress and energies are shown to be
well defined even under complete damage, in contrast to displacement and strain. Existence of
an energetic solution is proved, in particular, by detailed investigating the Γ-limit of the stored
energy and its dependence on boundary conditions. Eventually, the theory is illustrated on a
one-dimensional example.
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1. Introduction

Damage, as a special sort of inelastic response of solid materials, originates from
microstructural changes under mechanical load. In applications routine computa-
tional simulations using various models are performed, although mostly without
being supported by rigorous mathematical and numerical analysis. This convinc-
ingly indicates the mathematical non-triviality of the damage problem.

We will consider damage as a rate-independent process by neglecting all rate
dependent processes like viscosity and inertia. This is often, although not always,
an appropriate concept and has applications in a variety of industrially important
materials, especially concrete [14, 17, 34], filled polymers [11], or filled rubbers
[19, 25, 26]. Being rate-independent, it is necessarily an activated process, i.e. to
trigger a damage the mechanical stress must achieve a certain activation thresh-
old. The mathematical difficulty is reflected by the fact that only local-in-time
existence for a simplified scalar model or for a rate-dependent 0- or 1-dimensional
model has recently been performed in [2, 10, 15, 16]. The 3-dimensional situation
was investigated in [12, 28, 29] for the case of incomplete damage. The main focus
of this paper is on complete damage, i.e. the material can completely disintegrate
and its displacement completely loses any sense in such regions. The related math-
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ematical troubles are immediately expected and specific mathematical techniques
urgently needed.

We consider a nonhomogeneous anisotropic material but confine ourselves to
materials with linear elastic response under small strains and an isotropic damage
using only one scalar damage parameter under small strains (as in [1, 2, 14, 18])
and the gradient-of-damage theory [9, 14, 17, 18, 23, 24, 35] expressing a certain
nonlocality in the sense that damage of a particular spot is to some extent influ-
enced by its surrounding, leading to possible hardening or softening-like effects,
and introducing a certain internal length scale eventually preventing damage mi-
crostructure development. From the mathematical viewpoint, the damage gradient
has a compactifying character and opens possibilities for the successful analysis
of the model. Anyhow, some investigations are still possible without gradient
of damage, as shown in [12] for incomplete damage, leading to the possibility of
microstructure in the damage variable.

To present a relevant formulation of the rate-independent evolution of the dam-
age, in Section 2 we first scrutinize the static problem with a prescribed damage
profile under a prescribed boundary condition. Then, in Section 3, the energetic
solution to the evolution problem is formulated in terms of the damage profile
and stress (or, equivalently, of the shape of completely damaged part and the
strain in the rest) and its existence is proved with help of results from [27, 28, 29].
Eventually, an illustrative one-dimensional example is presented in some detail in
Section 4.

2. Static problem and its perturbation analysis

We consider a bounded Lipschitz domain Ω ⊂ Rd, an open nonempty part Γ ⊂
∂Ω of its boundary ∂Ω on which we prescribe the Dirichlet boundary condition
w ∈ W 1/2,2(Γ;Rd). We use the standard notation W k,p for Sobolev or Sobolev-
Slobodetskĭı spaces whose p-power of the k-order derivatives is integrable, allowing
for k > 0 non-integer. Further, we will consider ζ ∈ W 1,r(Ω) valued in [0, 1] as
a scalar damage variable assumed to be prescribed in this section; but later, in
Sections 3 and 4, it will evolve in time. The meaning of ζ is the portion of
the undamaged material, i.e. ζ(x) = 1 means that the material is completely
undamaged at the current point x ∈ Ω while ζ(x) = 0 means just the opposite,
i.e. complete damage at x. Let us abbreviate the set of admissible damage profiles

Z :=
{
ζ∈W 1,r(Ω); ζ(·) ∈ [0, 1] a.e. on Ω

}
(2.1)

and denote the set of the complete damage by

Nζ :=
{
x∈Ω; ζ(x) = 0

}
, (2.2)

then u : Ω\Nζ → Rd will denote a displacement. Naturally, we do not consider u
defined on the damaged part Nζ where the material is completely disintegrated.
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Our aim is to investigate a minimization problem that can be formally written
as

minimize V0(u, ζ) :=
∫

Ω

ζ(x)ϕ
(
x, [e(u)](x)

)
+

κ(x)
r
|∇ζ(x)|r dx

subject to u is a displacement such that u|Γ = w,



 (2.3)

where κ : Ω → R is a so-called factor of influence of damage and ϕ : Ω×Rd×d
sym → R

is a Carathéodory function such that ϕ(x, ·) : Rd×d
sym → R is a quadratic coercive

form on the set of the symmetric (d×d)-matrices Rd×d
sym describing the elastic stored

energy, say

ϕ(e) =
1
2

d∑

i,j,k,l=1

Cijkl(x)eijekl, (2.4)

and where, as usual in linear elasticity (where small strains are assumed), e(u)
denotes the linearized strain tensor, called the small-strain tensor:

e(u) =
1
2
(∇u)> +

1
2
∇u.

The 4-th order tensor C(x) of elastic moduli satisfies the usual symmetries, uniform
positive-definiteness and boundedness:

∀(a.a.) x∈Ω : Cijkl(x) = Cjikl(x) = Cklij(x),

∃η > 0 ∀(a.a.) x∈Ω ∀e ∈ Rd×d
sym :

d∑

i,j,k,l=1

Cijkl(x)eijekl ≥ η|e|2,

Cijkl ∈ L∞(Ω).

(2.5)

The term 1
r κ(x)|∇ζ(x)|r models a certain nonlocality as mentioned in Sect. 1 and

is quite often used in literature [9, 14, 17, 18, 23, 24]. The scalar coefficient κ
determines a certain length-scale of the possible fine structure that might develop
in a damage profile and, in accord with the adopted nonhomogeneous-material
concept, is assumed possibly x-dependent and to satisfy

κ ∈ L∞(Ω), ess inf
x∈Ω

κ(x) > 0. (2.6)

In particular, for the usage in Sect. 3, we are interested in a certain stability of
this problem with respect to perturbations of the damage profile ζ in the weak
W 1,r(Ω)-topology. Here, in accord with [28], we consider r > d. Then Nζ from
(2.2) is closed in Ω since ζ ∈ W 1,r(Ω) ⊂ C(Ω̄) with r > d. Let us remark that the
theory of incomplete damage was alternatively developed also for ζ ∈ Wα,2(Ω)
with α > 0 in [29]. But it is not obvious how it would be transferred to complete
damage because, in the following consideration, we will heavily rely on the compact
embedding ζ ∈ W 1,r(Ω) ⊂ C(Ω̄).

Let us agree that occasionally we will omit the explicit x-dependence of ϕ for
brevity.
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2.1. Regularized problem

The mentioned essential trouble with (2.3) is that the displacement u has no
obvious meaning on the completely damaged part Nζ , which is why (2.3) must
be considered only formally, as said above. For the purpose of further analysis
based on the results from [28, Sect.4] and, perhaps even more importantly, for a
conceptual numerical strategy (see Remark 3.10 below), it is relevant to investigate
limit behaviour (for ε → 0+) of a regularized problem

minimize Vε(u, ζ) :=
∫

Ω

(
ζ(x)+ε

)
ϕ
(
x, [e(u)](x)

)
+

κ(x)
r
|∇ζ(x)|r dx

subject to u ∈ W 1,2(Ω;Rd), u|Γ = w.



 (2.7)

Obviously, V0 from (2.3) is just Vε for ε = 0. For ε ≥ 0, let us define

Gε(u, ζ) :=
{

Vε(u, ζ) if u|Γ = w and ζ ∈ Z,
+∞ elsewhere, (2.8)

where Z is from (2.1). The theory for complete damage developed in [28, Sect.4]
relies on a substantial stored energy defined, for a given damage profile ζ and a
hard-device loading w, as the Γ-limit of the sequence {gε}ε>0 (considering only a
countable number of ε converging to 0) where

gε(ζ) := min
u∈W 1,2(Ω;Rd)

Gε(u, ζ). (2.9)

Let us note that the minimum in (2.9) is attained by the standard coercivity
arguments.

Thanks to the regularization term
∫
Ω

κ
r |∇ζ|r dx, the relevant topology used for

the damage variable ζ will be the weak topology of W 1,r(Ω). It is important for
the subsequent analysis that we assumed r > d so that the weak convergence of
a sequence {ζε} (denoted as usual by ζε ⇀ ζ) implies the uniform convergence as
continuous functions on Ω.

Recall now that the sequence {gε}ε>0 is said to be sequentially Γ-convergent to
g in the weak topology of W 1,r(Ω) if the following properties hold:
(i) lower bound: for every sequence {ζε}ε>0 converging weakly to ζ ∈ Z, we have:

lim inf
ε→0

gε(ζε) ≥ g(ζ), (2.10)

(ii) recovering sequence: for every ζ ∈ Z there exists a sequence {ζε}ε>0 ⊂ Z
converging weakly to ζ such that

lim sup
ε→0

gε(ζε) ≤ g(ζ). (2.11)

When properties (i) and (ii) are satisfied, we write g = Γ- limε→0 gε. In our case
the sequence {gε}ε>0 is monotone and the existence of a Γ-limit is guaranteed by
the following lemma:
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Lemma 2.1. (See [7].) Assume that gε is nonincreasing with respect to ε and let
g0(ζ) := infε>0 gε(ζ). Then {gε}ε>0 does Γ-converge to the lower semicontinuous
envelope of g0 with respect to the weak topology on W 1,r(Ω). Moroever, we have

g(ζ) = lim inf
ε→0, ζ̃∈Z

ζ̃⇀ζ in W 1,r(Ω)

gε(ζ̃). (2.12)

In our case, the computation of g0 is quite easy: by using (2.9) and by switching
the infimum in ε with the infimum in u, one has

g0(ζ) = inf
ε>0

inf
u∈W 1,2(Ω)

Gε(u, ζ) = inf
u∈W 1,2(Ω)

inf
ε>0

Gε(u, ζ) = inf
u∈W 1,2(Ω)

G0(u, ζ) .

As a consequence of Lemma 2.1, g0 will be the Γ-limit we are looking for provided
g0 given above enjoys the lower semicontinuity property. Unfortunately, as shown
in Section 2.2, this property fails and the determination of g is a more involved
problem which we are going to solve later, see Proposition 2.10.

Also note that g is always bounded from below because we do not consider
any external dead loading like gravity force; obviously, we always have g ≥ 0.
In fact, due to the regularization term

∫
Ω

κ
r |∇ζ|r dx and (2.6), we have even the

coercivity g(ζ) ≥ (ess inf κ
r )‖∇ζ‖r

Lr(Ω;Rd) and therefore the sequential Γ-limit g is
weakly lower semicontinuous.
Remark 2.2. (Mosco convergence.) In fact, later in the proof of (3.20) we will
show even strong convergence of recovery sequences. This allows for replacing the
weak topology in (ii) by the strong one, which means that the convergence of gε

to g in the sense of U. Mosco [33].

2.2. A 1-dimensional counterexample

Let us show a 1-dimensional example of a failure of weak lower-semicontinuity of
g0. Here and in the following Sections 2.3 and 2.4, the damage profile ζ will be
considered essentially given, and we therefore omit the term κ

r |∇ζ|r for a moment
to simplify the notation. Thus, we introduce the notation

Gred
ε (u, ζ) := Gε(u, ζ)−

∫

Ω

κ

r
|∇ζ|r dx, gred

ε (ζ) := gε(ζ)−
∫

Ω

κ

r
|∇ζ|r dx.

Also, we define gred := Γ- limε→0 gred
ε .

Being inspired by [4, Example 3] and by [3], let us consider d = 1, the interval
Ω := (−1, 1), the Dirichlet condition w prescribed on Γ := {−1, 1} as w(x) := x,
ϕ(e) = 1

2 |e|2, and the damage profile

ζ(x) :=
∣∣x

∣∣α with 1− 1
r

< α < 1. (2.13)

Direct calculations easily show that ζ ∈ W 1,r(Ω). Then we consider the sequence
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{ζn}n∈N of

ζn(x) :=
(

max
(
0, |x| − 1

n

))α

. (2.14)

Obviously ζn → ζ for n → ∞ even in the norm topology of W 1,r(Ω). Moreover,
gred
0 (ζn) = 0 because obviously gred

0 (ζn) = Gred
0 (un, ζn) = 0 for the piecewise affine

displacement profile

un(x) :=





−1 for −1 ≤ x ≤ − 1
n ,

nx for − 1
n < x < 1

n ,

1 for 1
n ≤ x ≤ 1.

(2.15)

Therefore gred(ζ) = 0 because

0 ≤ gred(ζ) ≤ lim inf
n→∞

Gred
0 (un, ζn) = lim

n→∞
0 = 0.

On the other hand, we will show that infu∈W 1,2(Ω;Rd) Gred
0 (u, ζ) = 2(1−α) > 0.

To this end, choose any p ∈ (1, 2/(1+α)) and set β = αp/2, q = 2/p, and q′ =
q/(q−1), then we have

‖u′‖Lp(Ω) =
( ∫

Ω

|x|−β(|x|β |u′|p) dx
)1/p

≤ ‖ |x|−β‖Lq′ (Ω)‖ |x|β |u′|p‖Lq(Ω).

Using βq = α and pq = 2 the last term equals Gred
0 (u, ζ) and we have the lower

estimate

Gred
0 (u, ζ) =

∫

Ω

|x|α|u′|2 dx ≥ 1
C
‖u′‖q

Lp(Ω) with C = ‖ |x|−β‖p

Lq′ (Ω)
< ∞

Thus, the functional is coercive and strictly convex on the reflexive Banach space
W 1,p(Ω), when including the boundary conditions. Hence, there is a unique min-
imizer, which is easily identified to be u∗(x) = sign(x)|x|1−α. Since W 1,2(Ω) is
densely embedded into W 1,p(Ω) we conclude that

gred
0 (ζ) = Gred

0 (u∗, ζ) = 2(1−α) > 0.

We summarize the result in the following statement.

Corollary 2.3. For the scalar situation and Ω, ϕ, and ζ from the above example,
it holds gred(ζ) = 0 < 2(1−α) = infu∈W 1,2(Ω;Rd) Gred

0 (u, ζ).

In fact, the above Corollary 2.3 gives a counterexample for the (thus wrong)
conjecture in [28, Remark 4.1].

2.3. Realizable strain, stress and energy

The important question is the behaviour of the stress

σε = (ζε + ε)ϕ′e(e(uε)) = (ζε + ε)Ce(uε), (2.16)
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where uε is the minimizer of Gred
ε (·, ζε) as well as the corresponding strain e(uε)

and the energy Gred
ε (·, ζε) itself, when ζε approaches ζ weakly in W 1,r(Ω) and

ε → 0+. We will denote such sort of limit objects by the adjective “realizable”.
For this, let us first define (possibly nonuniquely) a realizable strain e. Let us
define standardly

L2
loc(Ω\Nζ ;Rd) :=

{
u : Ω\Nζ → Rd; ∀A ⊂ Ω\Nζ open,

cl(A) ∩Nζ = ∅ : u|A ∈ L2(A;Rd)
}
. (2.17)

Lemma 2.4. (Realizable strains.) The sequence {e(uε)}ε>0 is bounded in
L2

loc(Ω\Nζ ;Rd×d
sym) and there are e ∈ L2

loc(Ω\Nζ ;Rd×d
sym) and a subsequence such that

e(uε) ⇀ e weakly in L2
loc(Ω\Nζ ;Rd×d

sym), i.e. e(uε)|A ⇀ e|A weakly in L2(A;Rd×d
sym)

for any A ⊂ Ω\Nζ as in (2.17).

Proof. Let Nζ 6= Ω, otherwise the statement is trivial. Without loss of generality,
we can assume A’s in (2.17) to be organized into an increasing sequence whose
union is just Ω\Nζ . As ζε → ζ in C(Ω̄), for any Aj from this sequence there are
δAj > 0 and ε0 > 0 such that ζε + ε ≥ δAj provided ε ≤ ε0. Then, for ε ≤ ε0,

∫

Aj

ϕ(e(uε)) dx ≤ 1
δAj

∫

Aj

(ζε + ε)ϕ(e(uε)) dx

≤ 1
δAj

∫

Ω

(ζε + ε)ϕ(e(uε)) dx =
Gred

ε (uε, ζε)
δAj

,

which is bounded uniformly with respect to ε > 0. By the assumed coercivity of
ϕ, we have e(uε) bounded in L2(Aj ;Rd×d

sym). Then we can select a subsequence of
ε’s such that {e(uε)|Aj} converges weakly in L2(Aj ;Rd×d

sym) if ε → 0 to some limit,
let us denote it by eAj

. Then we can take Aj+1 and select further subsequence
from this already selected one. This will keep the convergence of {e(uε)|Aj} and
gives some eAj+1 as a weak limit of the sub-subsequence {e(uε)|Aj+1}. Of course,
eAj+1 |Aj = eAj . Inflating Aj ’s by passing j → ∞ gives by the diagonalization
procedure a subsequence of {e(uε)}ε>0 and e defined a.e. on Ω\Nζ by e|Aj := eAj

with the claimed properties. ¤
The following assertion introduces and characterizes realizable stresses s using

the strains e constructed in Lemma 2.4.

Proposition 2.5. (Realizable stresses.) The sequence {σε}ε>0 is bounded in
L2(Ω;Rd×d

sym), and each subsequence selected in Lemma 2.4 converges weakly to a
realizable stress s that satisfies

s =
{

ζϕ′e(e) on Ω\Nζ ,
0 on Nζ .

(2.18)

Moreover, this convergence is even strong on Nζ .
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Proof. It has already been observed in [28, Formula (4.11)] that {σε}ε>0 is bounded
in L2(Ω;Rd×d

sym). Indeed, using the property of the quadratic form ϕ

∃Cϕ < +∞ ∀e ∈ Rd×d
sym : |ϕ′e(e)|2 = ϕ′e(e) : ϕ′e(e) ≤ Cϕϕ(e),

we obtain

lim sup
ε→0

∥∥σε

∥∥2

L2(Ω;Rd×d
sym )

= lim sup
ε→0

∫

Ω

(ζε + ε)2|ϕ′e(e(uε))|2 dx

≤ lim sup
ε→0

(
‖ζε‖L∞(Ω) + ε

) ∫

Ω

(ζε + ε)|ϕ′e(e(uε))|2 dx

≤ lim sup
ε→0

(
‖ζε‖L∞(Ω) + ε

)
Cϕ

∫

Ω

(ζε + ε)ϕ(e(uε)) dx

= ‖ζ‖L∞(Ω)Cϕ lim sup
ε→0

∫

Ω

(ζε + ε)ϕ(e(uε)) dx < +∞. (2.19)

Hence we can consider a subsequence and a limit realizable stress s such that
σε ⇀ s in L2(Ω;Rd×d

sym).
Having ζε → ζ weakly in W 1,r(Ω), hence strongly in L∞(Ω), and e(uε)|A ⇀ e|A

(a subsequence) in L2(A;Rd×d
sym) for each A as in (2.17), we can just pass to the

limit in (2.16) to get the equality s = ζϕ′e(e) on A. For this, we used that ϕ′e in
(2.16) is linear. Inflating A yields this equality on the whole Ω\Nζ in the sense
of L2

loc(Ω\Nζ ;Rd×d
sym) and thus also L2(Ω\Nζ ;Rd×d

sym) because s ∈ L2(Ω;Rd×d
sym). On

the other hand, s = 0 on Nζ because ζε → 0 in L∞(Nζ) and, similarly as in (2.19),
we can estimate

∥∥σε

∥∥2

L2(Nζ ;Rd×d
sym )

≤
(

sup
Nζ

ζε + ε
)

︸ ︷︷ ︸
converges to 0

Cϕ

∫

Nζ

(ζε + ε)ϕ(e(uε)) dx

︸ ︷︷ ︸
remains bounded

for ε → 0−→ 0.

Hence we have the complete formula (2.18) for the realizable stress. As we identi-
fied the limit by means of e constructed by a subsequence selected for Lemma 2.4,
we do not need to select a further subsequence here. ¤

In view of (2.4), we obtained

sij =
{

ζ
∑d

k,l=1 Cijklekl on Ω\Nζ ,

0 on Nζ .
(2.20)

The further important quantity is the realizable energy density E describing
the limit behaviour of the specific stored energy Eε := (ζε + ε)ϕ(e(uε)) related
to the unique minimizer uε of the regularized problem Gred

ε (·, ζε). Since uε is the
minimizer of Gred

ε (·, ζε), it satisfies the Euler-Lagrange equation, i.e. in the weak
form,

∀v ∈ W 1,2(Ω;Rd), v|Γ = 0 :
∫

Ω

(ζε + ε)ϕ′e(e(uε)) : e(v) dx = 0. (2.21)
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Considering uD is a continuation of the Dirichlet boundary data w onto Ω, using
v = uε−uD in (2.21) and realizing also (2.4) and (2.16) then yield the formula for
the total energy∫

Ω

Eε(x) dx =
∫

Ω

(ζε + ε)ϕ(e(uε)) dx

=
1
2

∫

Ω

(ζε + ε)ϕ′e(e(uε)) : e(uε) dx

=
1
2

∫

Ω

(ζε + ε)ϕ′e(e(uε)) :e(uD) dx =
1
2

∫

Ω

σε :e(uD) dx. (2.22)

Proposition 2.6. (Realizable energy.) The sequence {Eε}ε>0 is bounded in
L1(Ω), and thus, as a subsequence, converges weakly* to a realizable energy density,
let us denote it by E. This density is a measure on Ω̄ such that limε→0 Gred

ε (uε, ζε) =
limε→0

∫
Ω

Eε(x) dx =
∫
Ω̄

E(dx). In particular, it holds for the subsequence selected
already in Lemma 2.4 and then, for e from Lemma 2.4 and s from (2.20), it holds

∫

Ω̄

E(dx) =
1
2

∫

Ω

s :e(uD) dx =
∫

Ω\Nζ

ζ

d∑

k,l=1

Cijklekl :e(uD) dx, (2.23)

where uD ∈ W 1,2(Ω;Rd) is an (arbitrary) continuation of w onto Ω.

Proof. It just suffices to apply Proposition 2.5 to (2.22) and apply (2.20). ¤
Example 2.7. (Nonuniqueness of e, s, and E.) Referring to Section 2.2, we
consider ζε := ζn from (2.14) with n = n(ε) such that n → ∞ but εn(ε)1/α →
0 for ε → 0. Then, for ε small, ζε + ε and the corresponding uε essentially
approach the profiles ζn(ε) and un(ε) from (2.14) and (2.15), respectively. This is
because the overall stiffness of the slot of the length 2n(ε)−1/α filled of “material”
with the elastic modulus ε is 1

2εn(ε)1/α and asymptotically goes to zero so that
asymptotically we approach the situation in Section 2.2. For this un(ε), we have
got e(un(ε)) = 0 on Ω\ [− 1

n(ε) ,
1

n(ε) ]. For ζε +ε, this holds only asymptotically but,
nevertheless, the limit is the same, namely e = 0 on Ω\{0}. Also the corresponding
stress and the energy are (asymptotically) zero, and thus in the limit both, s and
E, are zero. On the other hand, for ζε := ζ from (2.13), the displacement profile
uε ∈ W 1,2(Ω) corresponding to ζε +ε essentially imitates the example constructed
in Section 2.2, i.e. Gred

0 (uε, ζε + ε) converges to Gred
0 (u, ζ) > 0. In particular,

e = e(u) 6= 0, s = ζe(u) 6= 0, and also
∫
[−1,1]

E( dx) > 0. Of course, in both cases
ζε + ε converges to the same limit profile ζ.

In view of the above Example 2.7, it makes sense to consider the set of all
realizable stresses s for a given damage profile:

S(ζ) :=
{
s∈L2(Ω;Rd×d

sym); ∃ζε ⇀ ζ weakly in W 1,r(Ω) :

σε ⇀ s weakly in L2(Ω;Rd×d
sym) with σε from (2.16)

}
. (2.24)
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Proposition 2.8. The set S(ζ) is weakly compact in L2(Ω;Rd×d
sym).

Proof. By arguments like in the proof of Proposition 2.5 we can see that the set
S(ζ) is bounded in L2(Ω;Rd×d

sym); in fact, all its elements must share the bound in
(2.19). Due to metrizability of the weak topology on bounded sets of L2(Ω;Rd×d

sym),
we can equally focus on sequential compactness. Take a sequence {sj}j∈N ⊂ S(ζ).
As it is bounded in L2(Ω;Rd×d

sym), it contains a subsequence (for simplicity denoted
by the same indexes) converging weakly in L2(Ω;Rd×d

sym); let s denote its limit. As
sj ∈ S(ζ) for each j, there are sequences {ζεjk

}k∈N such that limk→∞ εjk = 0, w-
limk→∞ ζεjk

= ζj (meant weakly in W 1,r(Ω)) and w-limk→∞ σεjk
= sj with σεjk

=
(ζεjk

+εjk)ϕ′e(e(uεjk
)). By the diagonalization procedure we obtain a sequence

{σεjnkn
}n∈N converging to s, which shows that s ∈ S(ζ). ¤

Proposition 2.9. It holds

gred(ζ) = min
s∈S(ζ)

1
2

∫

Ω

s : e(uD) dx (2.25)

where uD ∈ W 1,2(Ω;Rd) is as in Proposition 2.6.

Proof. As uD ∈ W 1,2(Ω;Rd), also e(uD) ∈ L2(Ω;Rd×d
sym), and s 7→ 1

2

∫
Ω

s : e(uD) dx
is a weakly continuous functional which obviously attains its minimum on the set
S(ζ) which is, due to Proposition 2.8, weakly compact.

By the definition (2.9) of gred, the sequence (ε, ζ̃) → (0, ζ) infimizing the ex-
pression in (2.9) gives a cluster point s of the corresponding sequence {σε,ζ̃} with
σε,ζ̃ = (ζ̃ + ε)ϕ′e(e(uε,ζ̃)) where σε,ζ̃ minimizes Gred

ε (·, ζ̃), cf. (2.16). This yields
s ∈ S(ζ) and, using also (2.22),

gred(ζ) = lim
(ε,ζ̃)→(0,ζ)

∫

Ω

(ζ̃ + ε)ϕ(e(uε,ζ̃)) dx = lim
(ε,ζ̃)→(0,ζ)

1
2

∫

Ω

σε,ζ̃ : e(uD) dx

=
1
2

∫

Ω

s : e(uD) dx ≥ min
s̃∈S(ζ)

1
2

∫

Ω

s̃ : e(uD) dx.

Conversely, taking s ∈ S(ζ) at which the minimum in (2.25) is attained and,
by (2.24), the sequence {ζε}ε>0 such that the corresponding {σε}ε>0 attains s,
using again also (2.22), we obtain

gred(ζ) ≤ lim inf
ε→0

∫

Ω

(ζε + ε)ϕ(e(uε)) dx = lim
ε→0

1
2

∫

Ω

σε : e(uD) dx

=
1
2

∫

Ω

s : e(uD) dx = min
s̃∈S(ζ)

1
2

∫

Ω

s̃ : e(uD) dx. ¤

Let us note that the formula (2.25) determines (still nonuniquely) a stress s
that realizes the minimum in (2.25). Let us call it a minimizing realizable stress.
Naturally, we can think also about the corresponding minimizing realizable strain
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e ∈ L2
loc(Ω\Nζ ;Rd×d

sym) related with s by

e(x) =
[
ϕ′e

]−1
( s(x)

ζ(x)

)
for a.a. x ∈ Ω\Nζ . (2.26)

Let us agree to call the realizable stress s ∈ S(ζ) which realizes the minimum in
(2.25) an effective stress and e corresponding to it via (2.26) the effective strain.

2.4. Effective stress and strain, and sensitivity to the boundary data

Now, we construct a particular effective stress, i.e. a minimizer for (2.25), that
provides a characterization of the Γ-limit (2.10)–(2.11) as a pointwise limit and it
leads to a selection of a particular effective stress and that this effective stress can
be recovered by using a particular approximating sequence ζε. Thus we will be
able to prove a specific differentiable behaviour (sometimes, in optimization theory,
called a sensitivity) of this Γ-limit with respect to varying boundary conditions.

For this, we apply the standard shift of the Dirichlet condition. Let us abbre-
viate the linear space W 1,2

Γ (Ω;Rd) := {v ∈ W 1,2(Ω;Rd); v|Γ = 0}. Considering
eD ∈ L2(Ω;Rd×d

sym), we define

Fε(eD , v, ζ) :=
∫

Ω

(ζ+ε)ϕ
(
x, eD + e(v)

)
dx. (2.27)

Note that, considering again the continuation uD of the Dirichlet condition w as
in Proposition 2.6 and Gred

ε from (2.8), we have

Gred
ε (u, ζ) = Fε(eD , v, ζ) with eD := e(uD) and v := u− uD , (2.28)

for any v ∈ W 1,2
Γ (Ω;Rd) or, equally, for any u ∈ W 1,2(Ω;Rd) such that u|Γ = w.

For eD ∈ L2(Ω;Rd×d
sym) let

fε(eD , ζ) := min
v∈W 1,2

Γ (Ω;Rd)
Fε(eD , v, ζ). (2.29)

For ε > 0, the strictly convex quadratic functional Fε(eD , ·, ζ) on W 1,2
Γ (Ω;Rd) has

a unique minimizer, say v, and the mapping Lζ+ε defined as

eD 7→ Lζ+εv : L2(Ω;Rd×d
sym) → W 1,2

Γ (Ω;Rd), v minimizes Fε(eD , ·, ζ), (2.30)

is linear and bounded. Hence, we conclude that, for each ζ, the functional

eD 7→ fε(eD , ζ) = Fε(eD , Lζ+εeD , ζ) (2.31)

is a quadratic form on L2(Ω;Rd×d
sym) which, moreover, is bounded uniformly, namely

0 ≤ fε(eD , ζ) ≤ C‖eD‖2L2(Ω;Rd×d
sym )

with C := (‖ζ‖C(Ω̄) + ε)‖C‖L∞(Ω;Rd×d×d×d).

Now, like in (2.9), we consider the Γ-limit of the collection {fε(·, ζ)}ε>0,ζ∈Z as

f(eD , ζ) := lim inf
ε→0+

ζ̃⇀ζ, ζ̃∈Z

fε(eD , ζ̃) (2.32)
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with Z defined in (2.1). The following assertion is based on an explicit construction
to a universal recovery sequence for the Γ-limit (2.32).

Proposition 2.10. (A formula for the Γ-limit f.) For all ζ ∈ Z the functional
f(·, ζ) : L2(Ω;Rd×d

sym) → R is convex and quadratic, and can be obtained as follows:

f(eD , ζ) = lim
δ→0+

(
lim

ε→0+
F(ε, δ, eD , ζ)

)
, (2.33)

where

F(ε, δ, eD , ζ) = fε

(
eD , (ζ−δ)+

)
with (ζ−δ)+ := max{ζ−δ, 0}. (2.34)

Proof. Each F(ε, δ, ·, ζ) is a bounded convex quadratic form on L2(Ω;Rd×d
sym). If

the limit exists, then it will be a convex quadratic form again.
For the existence of the limits, we use the following monotonicities of F :

0 < ε1 < ε2 =⇒ F(ε1, δ, eD , ζ) < F(ε2, δ, eD , ζ);
0 < δ1 < δ2 =⇒ F(ε, δ1, eD , ζ) ≥ F(ε, δ2, eD , ζ).

(2.35)

This follows easily from the monotonicity Fε1(eD , v, ζ1) ≤ Fε2(eD , v, ζ2), and hence
also fε1(eD , ζ1) ≤ fε2(eD , ζ2), whenever 0 < ε1+ζ1 ≤ ε2+ζ2.

Thus, the existence of the inner limit ε → 0+ follows because the function is
nonincreasing in ε, let us denote it as F0(δ, eD , ζ) := limε→0+ F(ε, δ, eD , ζ). Hence,
F0(δ, ·, ζ) exists and is a bounded quadratic form on L2(Ω;Rd×d

sym). Moreover,
F0(·, uD , ζ) is still non-decreasing on [0, 1]. Hence, F00(eD , ζ) := limδ→0+ F0(δ, uD ,
ζ) exists and for each ζ ∈ Z, the functional F00(·, ζ) : L2(Ω;Rd×d

sym) → R is a
bounded quadratic form.

As F00(uD , ζ) is just the right-hand side of (2.33), it remains to show that
f = F00.

To show f ≥ F00 we take a recovery sequence ζε for (2.32), i.e. such that
ζε ⇀ ζ, ζε ≥ 0, and fε(eD , ζε) → f(eD , ζ). For each δ > 0 there exists εδ > 0
such that ζε ≥ (ζ−δ)+ for ε ∈ (0, εδ); note that here r > d was essential. Hence,
we find fε(eD , ζε) ≥ F(ε, δ, eD , ζ). Keeping δ > 0 fixed and letting ε → 0+ we
find gred(eD , ζ) ≥ F0(δ, eD , ζ). Now taking the limit δ → 0+ we obtain f(eD , ζ) ≥
F00(eD , ζ).

To show f ≤ F00, we use a diagonalization argument to find a sequence 0 <
δε → 0 for ε → 0+ such that F(ε, δε, eD , ζ) → F00(eD , ζ). Now consider the
functions ζε = (ζ−δε)+, so that F(ε, δε, eD , ζ) = fε(eD , ζε). Because of δε → 0 we
easily find that ζε ⇀ ζ in W 1,r(Ω) because obviously ζε → ζ in C(Ω̄) and because
always |∇ζε| ≤ |∇ζ| a.e. on Ω. Also, ζε ∈ Z because ζ ∈ Z and δε ≥ 0. Hence we
conclude by the definition of the Γ-limit that

f(eD , ζ) ≤ lim inf
ε→0+

fε(eD , ζε) = lim
ε→0+

F(ε, δε, eD , ζ) = F00(eD , ζ). (2.36)

¤
Let us now focus on sensitivity with respect to the boundary condition w or,

more conveniently, to its extension uD . In the “language” of this subsection, it
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means rather sensitivity with respect to eD . As f(·, ζ) was proved to be a bounded
quadratic form, its derivative is a bounded linear operator, let us denote it by
Tζ : L2(Ω;Rd×d

sym) → L2(Ω;Rd×d
sym). Thus we define a stress

τ = τ(eD , ζ) := TζeD := f′eD
(eD , ζ). (2.37)

Let us now relate this to the original quantities as defined before. The following
lemma uses an argument developed in [27, Proposition 5.6], which in turn is an
abstract version of a result in [8].

Lemma 2.11. Let {ζε}ε>0 be a recovery sequence for f(eD , ζ) as defined by (2.32),
let eD = e(uD), and let σε be the stress corresponding to ζε and uD due to the
formula (2.16). Then, referring to (2.37), it holds σε ⇀ τ in L2(Ω;Rd×d

sym).

Proof. In view of (2.32), having assumed {ζε} a recovery sequence, we just assume
fε(eD , ζε) → f(eD , ζ), ε → 0+, and ζε ⇀ ζ. For any other e ∈ L2(Ω;Rd×d

sym), we
have only

lim inf
ε→0

fε(e, ζε) ≥ f(e, ζ) (2.38)

just by the definition of the Γ-limit (2.32). Let us put τε := [fε]′eD
(eD , ζε). We want

to show that τε ⇀ τ with τ from (2.37). As {τε}ε>0 is bounded in L2(Ω;Rd×d
sym),

there is at least a subsequence converging to some τ̃ weakly. By the definition of
τε and by the convexity of fε(·, ζε), for any h > 0 and any e ∈ L2(Ω;Rd×d

sym), we
have ∫

Ω

τε : ẽ dx ≤ fε(eD , ζε)− fε(eD − hẽ, ζε)
h

. (2.39)

Passing ε → 0+ in (2.39) and using (2.38) for e := eD − hẽ, we obtain
∫

Ω

τ̃ : ẽ dx = lim
ε→0+

∫

Ω

τε : ẽ dx ≤ lim sup
ε→0+

fε(eD , ζε)− fε(eD−hẽ, ζε)
h

=
1
h

lim
ε→0+

fε(eD , ζε)− 1
h

lim inf
ε→0+

fε(eD−hẽ, ζε) ≤ f(eD , ζ)− f(eD−hẽ, ζ)
h

. (2.40)

Passing h → 0+ in (2.40), by (2.37) we obtain
∫
Ω

τ̃ : ẽ dx ≤ ∫
Ω

f′eD
(eD , ζ) : ẽ dx =∫

Ω
τ : ẽ dx. Making the same procedure with −ẽ instead of ẽ, we get also the

opposite inequality. Taking ẽ arbitrary, we can see that τ̃ = τ . In particular, the
whole sequence {τε}ε>0 converges to τ .

Now it remains to show that σε = τε. Referring to Lζ+ε from (2.30) and
the definition of uε from (2.16) as a minimizer of Gred

ε (·, ζε), by using the shift
vε = uε− uD (cf. 2.28)) and vε := Lζε+εe(uD), we have uε = uD + Lζε+εe(uD). By
(2.31) with (2.27), we have

fε(eD , ζε) = Fε(eD , Lζε+εe(uD), ζε) =
∫

Ω

(ζε+ε)ϕ(x, eD + e(Lζε+εe(uD)) dx

=
∫

Ω

(ζε+ε)ϕ(x, eD + e(uε−uD)) dx .
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Differentiating both sides with respect to eD , we obtain

τε := [fε]′eD
(eD , ζε) = (ζε+ε)ϕ′e(x, eD + e(uε−uD)).

In particular, for eD = e(uD), we can still continue as

(ζε+ε)ϕ′e(x, eD + e(uε−uD)) = (ζε+ε)ϕ′e(x, e(uε)) =: σε.

This concludes the proof. ¤
Corollary 2.12. Setting

s ≡ s(ζ) := τ(eD , ζ) for eD = e(uD) with uD |Γ = w, (2.41)

we obtain an effective stress and, moreover, it holds

gred(ζ) =
1
2

∫

Ω

s(ζ) : eD dx. (2.42)

Proof. As f(·, ζ) is quadratic, in view of (2.37), we have the formula

f(eD , ζ) =
1
2

∫

Ω

τ(eD , ζ) : eD dx. (2.43)

As a consequence of (2.28) with (2.9) and (2.29), we have gred
ε (ζ) = fε(uD , ζ), and

this equality is inherited by the respective Γ-limits defined in (2.9) and (2.32),
i.e. we have

gred(ζ) = f(eD , ζ) for eD = e(uD) with uD |Γ = w. (2.44)

Substituting s defined by (2.41) into (2.43) and using (2.44), we obtain (2.42).
For the specific recovery sequence {ζε} from the proof of Proposition 2.10, by

Lemma 2.11, the corresponding stresses σε converge and we have σε ⇀ s(ζ) so
that, by the definition (2.24), we have s(ζ) ∈ S(ζ). In view of (2.25), we can
see that we have constructed a particular realizable stress s(ζ) that attains the
minimum in (2.25), i.e. an effective stress. ¤

For further use it is important that (2.42) yields an explicit information about
sensitivity of gred(ζ) with respect to uD .

3. Rate-independent damage evolution

Now, we will let the “hard-device” loading vary in time t ranging [0, T ] with T > 0
a fixed time horizon, i.e. w = w(t, x). Then the damage parameter will depend
on both x and t, i.e. ζ = ζ(t, x). Instead of Gε(u, ζ) from (2.8) with (2.7), we will
consider

Gε(t, u, ζ) :=
{

Vε(u, ζ) if u|Γ = w(t, ·) and ζ ∈ Z,
+∞ elsewhere, (3.1)
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where Z is again from (2.1). A further important concept consists in specific dissi-
pation of energy during the damage process, which is given by a phenomenological
activation threshold, denoted by a(x) > 0 (of a physical dimension J/md) at a
given spot x ∈ Ω. Roughly speaking, the damage starts evolving when the elas-
tic energy ϕ(e(u)) reaches the activation threshold a, cf. (3.4b) and Sect. 3.1 for
more details. At the same time, a(x) says how much energy (per d-dimensional
“volume”) is dissipated by accomplishing the damage process, i.e. by decreasing
ζ(x) from 1 to 0.

The rate of energy dissipated in the whole body is then

R(ζ̇) :=
∫

Ω

%
(
x, ζ̇(x)

)
dx, where %(x, ż) =

{ −a(x)ż if ż ≤ 0,
+∞ elsewhere. (3.2)

The value +∞ reflects that we consider damage as a unidirectional process, i.e. dam-
age can only develop, but the material can never heal. We qualify the activation-
threshold profile as:

a ∈ L∞(Ω), ess infx∈Ωa(x) > 0. (3.3)

3.1. Classical formulation of the regularized evolution problem

Let us first consider the regularized case with ε > 0 where the displacement
uε = uε(t, x) is well defined a.e. on the whole Q := (0, T ) × Ω. The evolv-
ing damage profile will now also depend on ε hence we denote it by ζε. Tak-
ing into account our Gibbs energy (3.1) and the dissipation potential (3.2), the
classical considerations in rational thermodynamics lead to the generalized force
f ∈ −∂(u,ζ)Gε(t, uε(t), ζε(t)) to belong to (0, ∂R( dζε

dt )), where the notation ∂
stands for subdifferential of the involved convex functionals. This, at least for-
mally, leads to the classical formulation (cf. [13]) consisting in the balance of the
stress and the evolution of the damage parameter:

div
(
σε

)
= 0 with σε = (ζε+ε)ϕ′e

(
e(uε)

)
, (3.4a)

∂ζε

∂t
≤ 0,

ϕ(e(uε))− rζε − a− div
(
κ|∇ζε|r−2∇ζε

) ≤ 0,
∂ζε

∂t

(
a− ϕ(e(uε)) + div

(
κ|∇ζε|r−2∇ζε

)
+ rζε

)
= 0





(3.4b)

on Q, where rζε ∈ ∂χ[0,1](ζε). The notation χ[0,1] stands for the indicator function
of the interval [0, 1] where the damage parameter ranges; in fact, [0, +∞) can
be used equally. The complementarity problem (3.4b) represents the evolution
inclusion

∂ζ̇%
(
x,

∂ζε

∂t

)
− κdiv

(|∇ζε|r−2∇ζε

)
+ ϕ(x, e(uε)) + ∂χ[0,1](ζε) 3 0 . (3.5)

The second inequality in (3.4b) can bear the interpretation that the driving force
for the damage process can be identified as the specific energy ϕ(x, e(uε)). More-
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over, damage evolves if it reaches the activation threshold a(x) modified by the
term div(κ(x)|∇ζε(x)|r−2∇ζε(x)) which reflects in some way a hardening-like ef-
fect (if the spot x is surrounded by a less damaged material) or softening (in an
opposite case); we refer to [1].

We must complete the system by some boundary conditions not only for uε

but now also for the damage ζε. In accord with previous sections, we assume the
mentioned Dirichlet conditions for uε combined with zero normal stress implicitly
imposed already in (2.3) while for ζε we assumed, for simplicity, zero Neumann
condition as any condition for it is a bit artificial anyhow. Hence,

uε = w on Γ, (3.6a)
σεν = 0 on ∂Ω \ Γ, (3.6b)
∂ζε

∂ν
= 0 on ∂Ω. (3.6c)

An initial condition should be prescribed for the damage parameter, considering
some prescribed initial profile ζ0 and, rather formally, also the initial displacement
u0 (qualified later):

ζε(0, ·) = ζ0, uε(0, ·) = u0 on Ω. (3.7)

3.2. Energetic solution of the regularized problem

The relevant and mathematically amenable concept of a “weak solution” to the
doubly-nonlinear problem (3.5) with degree-1 homogeneous %(x, ·) is a so-called
energetic solution, formulated in [31, 32], see also [27] for a survey. Recently, this
concept was also exposed in the context of Γ-limits in [30].

Let us first derive it formally from (3.4). For this, let us consider uD(t, ·) as a
suitable (qualified later) extension of w(t, ·). The weak formulation of the Euler-
Lagrange equation (3.4a) tested by ∂

∂t (uε− uD), which has zero traces and is thus
a legal test function, yields

∫
Ω

σε : e( ∂
∂tuε) dx =

∫
Ω

σε : e( ∂
∂tuD) dx. Then, as

there is no explicit dependence of Gε on t in (3.1), ∂
∂tGε = 0 and we can formally

apply the chain rule in the form

d
dt
Gε

(
t, uε(t), ζε(t)

)
=

∫

Ω

σε:e
(∂uε

∂t

)
+ ϕ

(
e(uε)

)∂ζε

∂t
+ κ|∇ζε|r−2∇ζε·∇∂ζε

∂t
dx

=
∫

Ω

σε:e
(∂uD

∂t

)
+ ϕ

(
e(uε)

)∂ζε

∂t
+ κ|∇ζε|r−2∇ζε·∇∂ζε

∂t
dx. (3.8)

Using (3.5) in the weak formulation tested formally by ∂
∂tζε together with (3.6c),
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one gets
∫

Ω

ϕ
(
x, e(uε)

)∂ζε

∂t
+ κ|∇ζε|r−2∇ζε·∇∂ζε

∂t
dx = −

∫

Ω

∂ζ̇%
(
x,

∂ζε

∂t

)∂ζε

∂t
dx

= −
∫

Ω

%
(
x,

∂ζε

∂t

)
dx = −R

(∂ζε

∂t

)
(3.9)

due to the degree-1 homogeneity of %(x, ·), see definition (3.2). Putting (3.9)
into (3.8), integrating it over a time interval [t1, t2], and expressing the dissipated
energy

∫ t2
t1

R( ∂
∂tζ(t)) dt as the total variation without referring explicitly to the

time derivative ∂
∂tζ, i.e.

VarR(ζ; t1, t2) := sup
j∑

i=1

R
(
ζ(si)− ζ(si−1)

)
(3.10)

with the supremum taken over all j ∈ N and over all partitions of [t1, t2] in the
form t1 = s0 < s1 < ... < sj−1 < sj = t2, we eventually obtain

Gε

(
t2, uε(t2), ζε(t2)

)
+ VarR(ζε; t1, t2)

= Gε

(
t1, uε(t1), ζε(t1)

)
+

∫ t2

t1

∫

Ω

σε :e
(∂uD

∂t

)
dxdt. (3.11)

In our special situation with R defined via (3.2), we have simply

VarR(ζ; t1, t2) = R
(
ζ(t1)−ζ(t2)

)
=





∫

Ω

a(x)
(
ζ(t1, x)−ζ(t2, x)

)
dx if ζ(·, x) is

nondecreasing
on [t1, t2] for
a.a. x ∈ Ω,

+∞ otherwise.

The particular terms in (3.11) represent respectively:
◦ the stored energy at the final time t2,
◦ the energy dissipated by damage during the time interval [t1, t2],
◦ the stored energy at the initial time t1, and
◦ the work done by external loadings during the time interval [t1, t2].

The global-minimization hypothesis related to (3.4a) is a consequence of the sta-
bility condition

∀(ũ, ζ̃) ∈ W 1,2(Ω;Rd)×Z with ũ|Γ = w(t) :

Gε

(
t, uε(t), ζε(t)

) ≤ Gε(t, ũ, ζ̃) + R
(
ζ̃−ζε(t)

)
. (3.12)

The philosophy of (3.12) is that the gain of Gibbs’ energy Gε(t, uε(t), ζε(t)) −
Gε(t, ũ, ζ̃) at any other state (ũ, ζ̃) is not larger than the dissipation R(ζ̃ − ζε(t));
cf. [32] for discussion.

Now, following [31], see also [27, 32], we introduce a definition of an energetic
solution to the considered problem. By B([0, T ];X) or BV([0, T ];X) we denote
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the Banach space of bounded Bochner-measurable or bounded-variation X-valued
mappings defined everywhere on [0, T ], respectively.

Definition 3.1. (Energetic solution to the regularized problem.) A process
(uε, ζε) : [0, T ] → W 1,2(Ω;Rd) × Z is called an energetic solution to the problem
(3.4) and (3.6)–(3.7), i.e. given by the data ϕ, κ, %, r, w, u0, ζ0, and ε > 0, if,
beside (3.7), also
(i) (uε, ζε) ∈ B([0, T ];W 1,2(Ω;Rd))× (

BV([0, T ];L1(Ω)) ∩ B([0, T ];W 1,r(Ω))
)
,

(ii) it is stable in the sense that (3.12) holds for all t ∈ [0, T ], and
(iii) the energy balance (3.11) holds for any 0 ≤ t1 < t2 ≤ T and, in particular,

the function t 7→ ∫
Ω

σε :e( ∂
∂tuD) dx belongs to L1(0, T ).

Remark 3.2. In fact, Definition 3.1 is based on a global-minimization hypothesis
competing with the maximum-dissipation principle (or rather Levitas’ realizability
principle [22]).

Remark 3.3. (Normal stress: reaction to the Dirichlet loading.) Due to (2.16)
and Definition 3.1(i), σε ∈ B([0, T ]; L2(Ω;Rd×d

sym)) and, in order to ensure that t 7→∫
Ω

σε :e( ∂
∂tuD) dx belongs to L1(0, T ), one needs just uD ∈ W 1,1([0, T ]; W 1,2(Ω;Rd)).

In fact, one needs only to qualify w ∈ W 1,1([0, T ];W 1/2,2(Γ;Rd)) because then such
extension uD of it will always exists. Even more, (3.11) and thus the whole Defi-
nition 3.1 depends only on w and not on any particular choice of its extension uD .
Actually, we could define the normal stress ~σε as the linear bounded functional on
W 1/2,2(Γ;Rd) by the formula

〈
~σε, v|Γ

〉
=

∫

Ω

σε : e(v(x)) dx. (3.13)

It is a consequence of the stability (3.12) with ζ̃ := ζε(t) that uε(t) minimizes
Gε(t, ·, ζε(t)) so that the corresponding Euler-Lagrange equation, cf. (2.21) for the
static case, says in particular that

div(σε) = 0 in the sense of distributions on Q. (3.14)

Then the right-hand side of (3.13) is independent of the particular extension v of
v|Γ into Ω and thus the normal stress ~σε is well defined by (3.13). This can easily
be seen by an extension of Green’s formula using Neumann boundary conditions
(3.6b) and by the symmetry of the stress tensor

0 =
∫

Ω

div(σε)·v dx =
∫

∂Ω

(σεν)·v dS−
∫

Ω

σε :∇v dx =
∫

Γ

(σεν)·v dS−
∫

Ω

σε :e(v) dx.

In a regular case thus ~σε = σεν. The last term in (3.11) can equivalently be
expressed as

∫ t2
t1
〈~σε,

∂w
∂t

〉
dt, which is just the more explicit form of the work of the

external “hard-device” load
∫ t2

t1

∫
Γ

~σε · ∂w
∂t dS dt. In what follows, we will confine

ourselves to

w ∈ C1(I; W 1/2,2(Γ;Rd)), (3.15)
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which has nearly the same generality in the context of rate-independent processes
and makes the proofs easier, cf. in particular [30, Assumption (2.8)] pointed also
out later in Remark 3.9. Then, assumption (3.15) allows for considering uD ∈
C1([0, T ];W 1,2 (Ω;Rd)).

Proposition 3.4. (Existence of energetic solutions to ε-problems.) (See
[28].) Let (2.5), (3.3), (3.15), (u0, ζ0) ∈ W 1,2(Ω;Rd)×Z be stable in the sense

∀ (ũ, ζ̃)∈W 1,2(Ω;Rd)×Z with ũ|Γ = w(0, ·) :
Gε(0, u0, ζ0) ≤ Gε(0, ũ, ζ̃) + R(ζ0 − ζ̃), (3.16)

and let ε > 0. Then a solution (uε, ζε) in the sense of Definition 3.1 does exist.

Comments to the proof. The above assertion has been proved, except the Bochner
measurability of uε, in [28] for the case ϕ and % independent of x; but our x-
dependent generalization is trivial. Also, a special loading and initial stable initial
condition was chosen in [28], namely w(0, ·) = 0, u0 = 0, ζ0 = 1, i.e. unloaded
undamaged body at the original time. Our, only slightly more general initial
condition makes just a trivial and standard modification, cf. [13, 27, 29, 30]. Also,
w ∈ W 1,1(I;W 1,∞(Γ;Rd)) has been used in [28]; but the generalization to w ∈
W 1,1(I;W 1/2,2(Γ;Rd)) is routine since, unlike [28], we do not treat any contact
problem at large strains and then (3.15) works, too.

Due to our formula uε(t) = uD(t) + Lζε(t)+εe(uD(t)), the claimed Bochner
measurability of uε in time, not proved in [28], is here a simple consequence of
the measurability of ζε : [0, T ] → W 1,r(Ω) and of the continuity of the mapping
(eD , ζ) 7→ v := Lζ+εeD as a mapping L2(Ω;Rd×d

sym) × W 1,r(Ω) → W 1,2
Γ (Ω;Rd).

The mentioned measurability of ζε follows from measurability of the BV-function
ζε : [0, T ] → L1(Ω) and from the a-priori estimate of {ζε(t)}t∈[0,T ] in the separable
space W 1,r(Ω) by Pettis’ theorem. The mentioned continuity of (eD , ζ) 7→ v :=
Lζ+εeD (even locally Lipschitz continuity in (L2×L∞,W 1,2)) can be proved quite
standardly: We take the Euler-Lagrange equation for v := Lζ+εeD defined in
(2.30), i.e. in the weak formulation

∫
Ω

ζC(eD + e(v)) : e(z) dx = 0 for all z ∈
W 1,2

Γ (Ω;Rd). Considering other ẽD , ζ̃, and ṽ := Lζ̃+εẽD , we have
∫
Ω

ζ̃C(ẽD+e(ṽ)) :
e(z) dx = 0. Subtracting these equations and testing the difference by z := v − ṽ
give, after some algebra and Hölder’s and Young’s inequalities,

εη
∥∥e(v − ṽ)

∥∥2

L2(Ω;Rd×d
sym )

≤
∫

Ω

(ζ + ε)C(e(v − ṽ)) : e(v − ṽ) dx

=
∫

Ω

(ζ − ζ̃)C(eD + e(ṽ)) : e(v − ṽ) + (ζ̃ + ε)C(eD − ẽD) : e(v − ṽ) dx

≤ C‖ζ − ζ̃‖2L∞(Ω) + C‖eD − ẽD‖2L2(Ω;Rd×d
sym )

+
εη

2

∥∥e(v − ṽ)
∥∥2

L2(Ω;Rd×d
sym )

with η > 0 from (2.5b) and with C = max(‖eD + e(ṽ)‖L2(Ω;Rd×d
sym ), ‖ζ̃‖L∞(Ω) +

ε)2/(εη). Absorbing the last term in the left-hand side and involving still Korn’s
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inequality ‖v − ṽ‖W 1,2(Ω;Rd) ≤ KΩ,Γ‖e(v − ṽ)‖L2(Ω;Rd×d
sym ), we clearly get the claim

continuity. ¤

3.3. Energetic solution of the complete-damage problem

Let us observe that, due to the definition (3.1) with (2.22),

Gε

(
t, uε(t), ζε(t)

)
=

∫

Ω

1
2
σε(t, x) :e(uD(t, x)) +

κ(x)
r

∣∣∇ζε(t, x)
∣∣r dx, (3.17)

hence both (3.11) and (3.12) can be expressed in terms of σε and ζε. Moreover, as
explained above, (3.14) implies that σε itself is essentially determined by ζε(t, ·)
and w(t, ·).

Like (2.9) and (2.12) let us now define

ggg(t, ζ) := lim inf
ε→0+, ζ̃∈Z,

ζ̃ ⇀ ζ in W 1,r(Ω)

min
u∈W 1,2(Ω;Rd)

Gε(t, u, ζ̃) (3.18)

with Gε defined in (3.1). Since minu∈W 1,2(Ω;Rd) Gε(t, u, ζ̃) = fε(e(uD(t)), ζ̃) +∫
Ω

κ
r |∇ζ̃|r dx with fε from (2.29), we have equivalently

ggg(t, ζ) = lim inf
ε→0+, ζ̃∈Z,

ζ̃ ⇀ ζ in W 1,r(Ω)

fε(e(uD(t)), ζ̃) +
∫

Ω

κ

r

∣∣∇ζ̃
∣∣r dx. (3.19)

Lemma 3.5. Any recovery sequence {ζε}ε>0 ⊂ Z for (3.19), i.e. ζε ⇀ ζ and
fε(e(uD(t)), ζε) +

∫
Ω

κ
r |∇ζε|r dx → ggg(t, ζ), in fact converges strongly. Moreover,

referring to f(uD , ζ) defined by (2.32), we have now

ggg(t, ζ) = f(e(uD(t), ζ) +
∫

Ω

κ

r

∣∣∇ζ
∣∣r dx. (3.20)

Proof. First, we prove (3.20). The inequality “≥” is by the weak lower semiconti-
nuity of ζ 7→ ∫

Ω
κ|∇ζ|r dx and by the definition of the Γ-limits ggg and f in (3.18)

and (2.32), respectively. It suffices to take any recovery sequence {ζε}ε>0 for ggg
and make a limit passage in

ggg(t, ζ) = lim
ε→0+

min
u∈W 1,2(Ω)

Gε(t, u, ζε) = lim
ε→0+

(
fε(e(uD(t)), ζε) +

∫

Ω

κ

r

∣∣∇ζε

∣∣r dx
)

≥ lim inf
ε→0+

fε(e(uD(t)), ζε) + lim inf
ε→0+

∫

Ω

κ

r

∣∣∇ζε

∣∣r dx

≥ f(e(uD(t)), ζ) +
∫

Ω

κ

r

∣∣∇ζ
∣∣r dx.

The opposite inequality “≤” is by the same limit passage but now using the special
recovery sequence ζε = (ζ−δε)+ for f from the proof of Proposition 2.10. It
converges to ζ not only weakly but also strongly. Indeed, ∇ζε(x) → ∇ζ(x) for
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a.a. x ∈ Ω because ∇ζ = 0 = ∇ζε a.e. on Nζ and because, for a.a. x ∈ Ω\Nζ , there
is εx > 0 such that 0 < ζε(x) = ζ(x)−δε and thus ∇ζε(x) = ∇ζ(x) for all 0 <
ε < εx, and then, by Lebesgue dominated-convergence theorem,

∫
Ω
|∇ζε(x)|r dx →∫

Ω
|∇ζ(x)|r dx and, having convergence of the norms as well as weak convergence,

we can conclude strong convergence by uniform convexity of W 1,r(Ω) and a Fan-
Glicksberg type theorem.

Let us now consider an arbitrary recovery sequence {ζε}ε>0 ⊂ Z for (3.18).
Denote α̂ =

∫
Ω

κ
r |∇ζ|r dx. For a subsequence and some α and β,

∫
Ω

κ
r |∇ζε|r dx →

α and fε(e(uD(t)), ζε) → β. Simultaneously, fε(e(uD(t)), ζε) +
∫
Ω

κ
r |∇ζε|r dx →

ggg(t, ζ) = α + β. By the weak lower semicontinuity, always α̂ ≤ α. Assume α̂ < α.
Using (3.20), we would have

β = lim
ε→0+

fε(e(uD(t)), ζε) = lim
ε→0+

(
ggg(t, ζ)−

∫

Ω

κ

r

∣∣∇ζε

∣∣r dx
)

= ggg(t, ζ)− α < ggg(t, ζ)− α̂ = f
(
e(uD(t)), ζ

)
,

a contradiction with (2.32). Hence α̂ = α and we have
∫
Ω

κ
r |∇ζε|r dx → α = α̂ =∫

Ω
κ
r

∣∣∇ζ
∣∣r dx. Due to the strict convexity of the integrand κ(x)| · |r and due to

the weak convergence ζε ⇀ ζ, we can conclude strong convergence, cf. e.g. [36]. ¤
Considering an effective stress, as in (2.42), we can write

ggg(t, ζ) =
∫

Ω

1
2
s(t, ζ) : e(uD(t)) +

κ

r

∣∣∇ζ
∣∣r dx. (3.21)

Motivated by this and by the investigations for ε → 0 in the static case in Sect. 2,
we introduce the following “energetic” definition without referring to the problem
(3.4) for ε = 0 because the displacement need not have a well defined sense any
longer. For simplicity and without much restriction for possible applications, we
consider the initial damage profile from Z away from zero

min
x∈Ω

ζ0(x) > 0. (3.22)

Then, prescribing the initial displacement u0 makes sense and we thus automati-
cally prescribe also the initial stress σ(0) = ζ0ϕ

′
e(e(u0)). As for the stability (3.16)

of the initial conditions, for example, w(0) = 0, u0 = 0 and 0 < ζ0 ≤ 1 constant
will satisfy (3.16) even for any ε > 0, which is what we will assume later in Theo-
rem 3.7. This can be however satisfied for some non-constant damage profiles ζ0

too, depending on a(·) and κ(·).
Definition 3.6. (Energetic solution to the complete-damage problem.)
The process (s, ζ) : [0, T ] → L2(Ω;Rd×d

sym)×Z is called an energetic solution to the
problem given by the data ϕ, %, w, and ζ0, if, beside (3.7), also
(i) (s, ζ) ∈ B([0, T ];L2(Ω;Rd×d))× (

BV([0, T ];L1(Ω)) ∩ B([0, T ]; W 1,r(Ω)),
(ii) it is stable in the sense that

ggg(t, ζ(t)) ≤ ggg(t, ζ̃) +
∫

Ω

%(x, ζ̃ − ζ(t)) dx for any ζ̃∈Z, (3.23)
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(iii) and, for any 0 ≤ t1 < t2 ≤ T , the energy equality holds:

ggg(t2, ζ(t2)) + VarR(ζ; t1, t2) = ggg(t1, ζ(t1)) +
∫ t2

t1

∫

Ω

s :e
(∂uD

∂t

)
dxdt, (3.24)

in particular, the function t 7→ ∫
Ω

s(t, x) : e(∂uD
∂t (t, x)) dx belongs to

L1(0, T ),
(iv) div(s) = 0 in the sense of distributions and s(t) is an effective stress with

respect to ζ(t) and w(t) for any t ∈ [0, T ]; in particular (3.21) holds.

Theorem 3.7. (Existence of energetic solutions, convergence of (uε, ζε).)
Let (2.5), (3.3), w ∈ C1([0, T ];W 1/2,2(Γ;Rd)), (u0, ζ0) ∈ W 1,2(Ω;Rd)×Z satisfy
(3.16) for all ε > 0 and (3.22). Then, there exist a subsequence {εn}n∈N con-
verging to 0 and a process (s, ζ) : [0, T ] → L2(Ω;Rd×d

sym) × Z being an energetic
solution according to Definition 3.6, in particular uD ∈ C1([0, T ];W 1,2(Ω;Rd)) is
considered for (3.24) in accord with Remark 3.3, such that the following holds for
all t ∈ [0, T ]:
(i) Eεn(t, uεn(t), ζεn(t)) → ggg(t, ζ(t)),
(ii) VarR(ζεn ; 0, t) → VarR(ζ; 0, t),
(iii) ζεn(t) → ζ(t) strongly in W 1,r(Ω),
(iv) σεn(t) = (ζεn(t) + ε)ϕ′e(e(uεn(t))) ⇀ s(t) weakly in L2(Ω;Rd×d

sym).

Proof. Most of the assertions have been proved in [28, Sect.4] but the most es-
sential properties remained open in the context of non-quadratic quasiconvex ϕ
considered there. Namely, only an energy inequality in (3.24) has been proved in
[28], only the weak convergence of ζεn(t) ⇀ ζ(t) instead of (iii), and, instead of the
properties claimed in Definition 3.6(iv), s(t) was shown to be a realizable stress
only. Moreover, instead of (iv), only σεn

⇀ s weakly* in L∞(0, T ; L2(Ω;Rd×d
sym))

was proved in [28]. Let us remark that, in fact, instead of (ζ + ε)ϕ(e), the regular-
ization ζϕ(e)+ ε|e|2 has been used in [28], homogeneous material (i.e. ϕ, %, a, and
κ independent of x), and only special initial conditions u0 = 0, ζ0 = 1, w(0) = 0
were considered, but these modifications are easy under our data qualification.
Let us now prove the remaining properties.

The property div(s) = 0 claimed in Definition 3.6(iv) is inherited by a trivial
limit passage from (3.14).

Due to (i), {ζεn}n∈N is a recovery sequence for (3.19), by Lemma 3.5 we
have strong convergence in (iii). Moreover, by Lemma 2.11, we have σεn

(t) ⇀
τ(e(uD(t)), ζ(t)). Hence, modifying s obtained in [28], if necessary on a zero-
measure set on [0, T ], we have s(t) = τ(e(uD(t)), ζ(t)) and s(t) being thus proved
an essential stress.

Energy equality in (3.24) is then a consequence of [27, Proposition 5.7] provided
one shows the power of external loading to be in L∞(0, T ) and the last term in
(3.24) to be equal to

∫ t2
t1

∂ggg
∂t (t, ζ(t)) dt. Here, by using successively (3.20), (2.43),
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and (2.37), for any ζ ∈ Z fixed, we have

ggg(t, ζ) = f(e(uD(t), ζ) +
∫

Ω

κ

r

∣∣∇ζ
∣∣r dx

=
∫

Ω

1
2
τ(e(uD(t)), ζ) : e(uD(t)) +

κ

r

∣∣∇ζ
∣∣r dx

=
∫

Ω

1
2
Tζe(uD(t)) : e(uD(t)) +

κ

r

∣∣∇ζ
∣∣r dx. (3.25)

In particular, uD ∈ C1([0, T ];W1,2(Ω;Rd)) implies g(·, ζ) ∈ C1([0, T ]) for each
ζ ∈ Z. Also, by using (3.25) and (2.41), we have the desired formula for the power
of external loading:

∂ggg

∂t
(t, ζ) =

∫

Ω

Tζe(uD(t)) : e
(∂uD

∂t

)
dx

=
∫

Ω

τ(e(uD(t)), ζ) : e
(∂uD

∂t

)
dx =

∫

Ω

s(t) : e
(∂uD

∂t

)
dx. (3.26)

The Bochner measurability of s follows from the measurability of uε : [0, T ] →
W 1,2(Ω;Rd) proved in Proposition 3.4 implying measurability of σε : [0, T ] →
L2(Ω;Rd×d

sym) and from the point (iv) together with Pettis’ theorem. ¤
Remark 3.8. (Alternative formulation in terms of strains.) Based on formula
(2.26), we could define the energetic solution to the complete-damage problem not
as a couple (s, ζ) but as a couple (e, ζ) with e(t) defined on Ω\Nζ(t) and belonging to
the time-dependent locally-convex space L2

loc(Ω\Nζ(t);Rd×d
sym). Taking into account

(2.18), the energy equality (3.24) would then take the form

ggg(t2, ζ(t2)) + VarR(ζ; t1, t2) = ggg(t1, ζ(t1)) +
∫ t2

t1

∫

Ω\Nζ(t)

ζϕ′e(e) :e
(∂uD

∂t

)
dx dt. (3.27)

Remark 3.9. (Direct Γ-limit convergence.) In terms of ζ only, we could obtain ex-
istence of the energetic solutions and convergence of solutions of our ε-regularized
problem by using abstract results about Γ-limits, see [30, Theorem 3.1]. In fact,
[30, Assumptions (2.9)–(2.10)] had been proved here in Section 2, [30, Assumption
(2.8)] can be easily verified if w ∈ C1(I;W 1/2,2(Γ)), and [30, Assumptions (2.11)]
had been proved in [28], while the other assumptions in [30] are satisfied quite ob-
viously. However, by this way, we would lose tack on the mechanical interpretation
involving stress; in particular, the key information in (3.26) would be completely
out.

Remark 3.10. (Numerical strategies.) The regularized problem introduced in
Section 3.1 suggests a direct numerical treatment: applying implicit discretiza-
tion in time with a time step τ > 0 and, considering a polyhedral domain Ω
triangulated by simplicial finite elements with a mesh-parameter h > 0, apply-
ing P1-finite elements for spatial discretization of both u and ζ (let us denote
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the corresponding discrete spaces Uh and Zh, respectively), we get a recursive
coercive mathematical-programming problem with a nonlinear objective and box-
constraints for (uk

τhε, ζ
k
τhε):

Minimize
∫

Ω

ζk
τhε+ε

2
Ce(∇uk

τhε) : e(∇uk
τhε)− aζk

τhε +
κ

r

∣∣∇ζk
τhε

∣∣r dx

subject to 0 ≤ ζk
τhε ≤ ζk−1

τhε ,

uk
τhε|Γ = w(kτ),

uk
τhε ∈ Uh , ζk

τhε ∈ Zh





(3.28)

for k = 1, ..., K := T/τ with (u0
τhε, ζ

0
τhε) := (u0, ζ0). This is an implementable

conceptual algorithm. Unfortunately, it does not have a quadratic cost functional,
which makes it not entirely simple for numerical treatment; for a similar problem
with tri-linear objectives we refer to numerical simulations in [21]. On the other
hand, the approximate solution (uτhε, ζτhε) considered as a piece-wise constant
interpolant (uτhε(t), ζτhε(t)) := (uk

τhε, ζ
k
τhε) for t ∈ ((k−1)τ, kτ ] has a guaranteed

convergence (in terms of suitable subsequences), based on the abstract results from
[30, Theorem 3.3], cf. also [29, Sect.5.5].

Remark 3.11. (Bourdin’s approach to cracks.) A functional that is of a similar
type as (3.28), namely

∫
Ω
(ζ + εα)ϕ(∇u) + ε|∇ζ|2 + ε−β(1− ζ) dx, was used in the

context of approximation of Francfort-Marigo’s crack model [5, 6]. At least for
fixed ε > 0 the mathematical properties of that functional are exactly as those of
ours. However, suitable scalings in ε yields in the limit ε → 0 the mentioned crack
problem.

4. A one-dimensional example

Let us illustrate the above introduced objects on a one-dimensional situation, hav-
ing an interpretation of a bar undergoing a tension/compression experiment by a
“hard-device” loading, where all mathematical objects can be described explicitly.
We consider a bar of the length L fixed at the end-points with a (possibly spa-
tially varying) elastic modulus C (that may reflect a possibly varying thickness
of the bar). Let us thus put d := 1, Ω := (0, L), Γ := ∂Ω = {0, 1}, w(0) := w0,
w(L) := wL, and now C : (0, L) → R+. In accord with (2.5b), C(x) ≥ η > 0 for
a.a. x ∈ (0, L).

4.1. Static case

Minimization of

Vε(u, ζ) =
∫ L

0

(ζ(x) + ε)
C(x)

2

( du

dx

)2

dx
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on {u ∈ W 1,2(0, L); u(0) = w0, u(L) = wL} gives the Euler-Lagrange equation
d
dx

(
(ζ(x) + ε)C(x)

du

dx

)
= 0 on (0, L).

The stress σε = (ζ + ε)C d
dxu is thus necessarily constant along the whole bar, and

its value can be calculated by using ζ + ε ≥ ε > 0 and

wL − w0 = u(L)− u(0) =
∫ L

0

du

dx
dx =

∫ L

0

σε

(ζ(x)+ε)C(x)
dx.

Thus we find the formulas for the (constant) stress and for the strain:

σε = H(
(ζ+ε)C

)wL − w0

L
and

du

dx
=

wL − w0

L

H(
(ζ+ε)C

)

(ζ(x)+ε)C(x)
, (4.1)

where H denotes the harmonic mean of an indicated profile over the interval [0, L],
i.e.

H(z) :=
1

1
L

∫ L

0
dx

z(x)

. (4.2)

In particular, we find the explicit formula for gε from (2.9):

gε(ζ) = H(
(ζ+ε)C

) (wL − w0)2

2L
.

Similarly, the functional fε from (2.29) as a quadratic function of eD ∈ L2(0, L)
can explicitly be written down as:

fε(eD , ζ) =
H(

(ζ+ε)C
)

2L

( ∫ L

0

eD(x) dx
)2

.

The counterexample from Section 2.2 (where L = 2 and C = 1 were considered)
is easily obtained by letting ζ(x) := |x− L/2|α. Clearly,

lim
ε→0+

gε(ζ) = g0(ζ) = H(
ζC

) (wL − w0)2

2L
. (4.3)

However the Γ-limit f(eD , ζ) vanishes for this particular damage profile ζ. Indeed,
for all δ > 0, we have (ζ − δ)+ = 0 on the interval [L/2 − δ1/α, L/2 + δ1/α] and
therefore by (4.3) and (2.34):

F(ε, δ, eD , ζ) =
(wL − w0)2

2
∫ L

0
dx

((ζ(x)−δ)++ε)C(x)

≤ (wL − w0)2

2
∫ L/2+δ1/α

L/2−δ1/α
dx

εC(x)

≤ (wL−w0)2

4

∥∥C
∥∥

L∞(0,L)

ε

δ1/α

so that the limit in ε already vanishes. By using the same reasoning for a general
ζ ∈ Z, one checks easily that f(eD , ζ) is given as follows:

f(eD , ζ) =
(wL − w0)2

2

{
1/

∫ L

0
dx

ζ(x)C(x) if min[0,L] ζ(·) > 0,

0 if min[0,L] ζ(·) = 0.
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Note that f(eD , ·) : Z → R+ is not continuous in the strong topology of W 1,r(0, L),
r > 1.

This example can also be used to show that the set S(t, ζ) of realizable stresses
may contain more than one stress distribution. For this, take any ζ ∈ Z such
that

∫ L

0
dx

ζ(x)C(x) is finite. Now, choosing ζε ≡ ζ, we find the stress σε from (4.1)

and the limit reads σ0 = (wL−w0)/
∫ L

0
dx

ζ(x)C(x) . On the other hand, for a suitable

sequence δε → 0+, the sequence ζ̂ε = (ζ − δε)+ satisfies
∫ L

0
dx

(ζε(x)+ε)C(x) → 0
and the corresponding stresses σ̂ε converge to zero. Thus S(t, ζ) contains at least
two constant stress profiles. In fact, it is not difficult to see that all intermediate
constant stresses are realizable, namely

S(t, ζ) =

{ {
σ constant; 0 ≤ σ(·) ≤ σ0

}
under tension, i.e. if wL ≤ w0,{

σ constant; 0 ≥ σ(·) ≥ σ0

}
under compression, i.e. wL ≥ w0.

The effective stress is obviously zero. This is well intuitive for tension experiment
but a bit paradoxical for a pressure experiment, but this is a usual consequence of
(infinitesimally) small strain concept.

This is a general observation that, as the stress distributions are constant in
this 1-dimensional case, the set of S(t, ζ) realizable stresses is composed from
constants and is therefore linearly ordered. Thus, the minimizer in (2.25), i.e. the
effective stress, is always unique.

4.2. Stability

Further, we investigate the global stability of the undamaged state ζ = 1. For
simplicity, we consider r = 2 and homogeneous material, i.e. constant coefficients
C, a, and κ. Let us abbreviate

ζmin := min
0≤x≤L

ζ(x) and ζmax := max
0≤x≤L

ζ(x).

Lemma 4.1. Let E(ζ) :=
∫ L

0
κ
2 | d

dxζ|2 + a(1−ζ) dx and z ∈ [0, 1), then we have

min
{

E(ζ); ζ∈Z, ζmin = z
}

= aL λ
(
z,

√
aL√
2κ

)
(4.4)

with

λ(z, %) =

{
1− z − %2/3 for 0 < % ≤ √

1−z,

2(1−z)3/2/(3%) for % ≥ √
1−z.

(4.5)

Proof. Since E is coercive on Z ⊂ W 1,2((0, L)), and convex, there is a minimizer
ζ∗ on the weakly closed (but non-convex!) set {ζ∈Z; ζmin = z}.

As the integrand of E is decreasing in ζ because of a > 0, it is easy to see that
the graph of ζ∗ on any interval [x1, x2] has to lie above the segment connecting
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(x1, ζ∗(x1)) and (x2, ζ∗(x2)) if ζ∗(·) > z on [x1, x2], i.e. the value ζ∗(·) = z is
attained somewhere outside [x1, x2]. Hence, ζ∗ has at most one point x∗ ∈ [0, L]
such that ζ∗(x∗) = z if z < 1, and it is strictly concave on both [0, x∗] and [x∗, L].

After some rather lengthy algebra, the formula (4.5) is obtained by assum-
ing x∗ = 0 (or, equally, x∗ = L). For small L, we obtain a solution satisfying
d
dtζ∗(L) = 0 and ζ∗(L) < 1. For larger L, we have ζ∗(x) = 1 for x ≥

√
2κ/a.

The condition ζ∗(x∗) = z with x∗ ∈ (0, L) then leads to aLλ(z,
√

aL/
√

2κ) +
a(L−x∗)λ(z,

√
a(L−x∗)/

√
2κ) as the minimal value of E(ζ) under the (convex)

condition ζ(x∗) = z, ζ ∈ Z. The concavity of ξ 7→ ξλ(z, ξ/
√

2aκ) now implies that
only x∗ = 0 or x∗ = L can be optimal. ¤

To study the stability of the undamaged state ζ = 1 at a specific (and now
considered fixed) time t, we define

m(γ) := min
ζ∈Z

Jγ(ζ) with

Jγ(ζ) := γH0(ζ) + E(ζ) and H0(ζ) :=

{
H(ζ) if ζmin > 0,

0 if ζmin = 0,
(4.6)

where E from Lemma 4.1, H from (4.2) and

γ = γ(t) := C
`(t)2

2L
≥ 0 with `(t) := w(t, L)− w(t, 0) (4.7)

is the energy stored in the body if no damage would occur, i.e. if ζ ≡ 1; of course,
we then have Jγ(1) = γ. Note that E, γ, Jγ , and m have a physical dimension
as energy (i.e. J=kg m2s−1), while λ, ζ, z, and % =

√
aL/

√
2κ have a dimension

1. Also, γ = g0(1) with g0 from (2.9) with ε = 0 or in the evolution context,
equivalently, γ = minu∈W 1,2([0,L]) G0(t, ·, 1) with G0 from (3.1).

Also, we can see that stability of ζ = 1 at time t is equivalent to m(γ) = γ
whereas m(γ) < γ means that the (global!) stability of ζ is lost.

Proposition 4.2. (Some conditions for stability of the undamaged state.)
Let us define functions Λ1, Λ2 : R+ → [0, 1] (of physical dimension 1) by

Λ1(%) :=
2

4 + 3%
and Λ2(%) :=

{
1− %2/3 if 0 < % ≤ 1,

2/(3%) if % ≥ 1.
(4.8)

Then we have Λ1(%) < Λ2(%) and
(i) γ > aLΛ2(

√
aL/

√
2κ) implies m(γ) < γ, i.e. ζ = 1 is not globally stable,

(ii) γ ≤ aLΛ1(
√

aL/
√

2κ) implies m(γ) = γ, i.e. ζ = 1 is globally stable.

Proof. Part (i) follows easily by using the minimizers of Lemma 1 for z ∈ (0, L)
and then taking the limit z → 0.

For Part (ii), the argument is more involved. First, note that a global minimizer
ζγ of Jγ in Z must exist. As we only consider 0 < γ ≤ aLΛ1(

√
aL/

√
2κ) and

Λ1 ≤ Λ2, we use the arguments of Part (i) to conclude that [ζγ ]min > 0, and
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hence ζγ solves the Neumann boundary-value problem for the following differential
inclusion:

−κ
d2ζ

dx2
− a +

γH(ζ)2

L

1
ζ2

+ ∂χ(−∞,1](ζ) 3 0,
dζ

dx
(0) = 0 =

dζ

dx
(L). (4.9)

By [20, Chap.3, Theorem 2.3], each solution lies in W 2,p((0, L)), p < +∞ arbitrary;
possibly it has a flat part with ζ(·) = 1.

Testing (4.9) by d
dxζ gives

κ

2

∣∣∣ dζ

dx

∣∣∣
2

+ aζ +
γH(ζ)2

L

1
ζ2

= ac (4.10)

for a suitable constant c. Note that this also holds if the “reaction force” from
∂χ(−∞,1](ζ) does not vanish. It holds either ζ = 1 (and then (4.10) is trivial) or
0 < ζmin < 1. In the latter case, d

dxζ(x) = 0 whenever ζ(x) = 1 and (4.10) again
holds on [0, L].

Now, assume 0 < ζmin ≤ ζmax ≤ 1. Then inserting these values into (4.10)
(using that d

dxζ(·) = 0 when these values are attained) gives

aζmax +
γH(ζ)2

L

1
ζmax

= ac = aζmin +
γH(ζ)2

L

1
ζmin

. (4.11)

First, consider ζmin = ζmax, then ζ ≡ ζmin and Jγ(ζmin) = γ + (aL−γ)(1−ζmin).
Because of γ < aL, we have Jγ(ζmin) > Jγ(1) for ζmin < 1. Hence we have a
contradiction. Second, assuming that we have a minimizer with ζmin < ζmax ≤ 1,
we conclude from (4.11) that

c = ζmin + ζmax and H(ζ)2 =
aL

γ
ζminζmax.

UsingH(ζ) ≤ ζmax and ζmax ≤ 1, we find ζmin ≤ γ/(aL). Now, using Jγ(ζ) ≥ E(ζ),
we employ Lemma 4.1 and find Jγ(ζγ) ≥ aLλ(γ/(aL),

√
aL/

√
2κ). Elementary

calculations show that γ ≤ aLΛ1(
√

aL/
√

2κ) implies aLλ(γ/(aL),
√

aL/
√

2κ) >
γ. In fact, since γ 7→ λ(γ/(aL), %) strictly decreases on [0, aL] and attains the value
0 at γ = aL, there is a unique solution γ∗ of γ = λ(γ/(aL), %), and Jγ(ζγ) ≥ γ
holds for any γ ∈ [0, γ∗]. An explicit calculation gives γ∗ = aLΛ(

√
aL/

√
2κ),

where Λ(%) is the unique solution of z = λ(z, %). We find Λ(%) = 1/2 + %2/6 for
%2 ≤ 3/7 and the estimate Λ(%) ≥ 2/(3(1+%)) for %2 ≥ 3/7. Hence we obtain
a contradiction to the assumption that a nontrivial (i.e. not identically 1) global
minimizer exists, and Part (ii) is proved. ¤

4.3. Evolution conjectured

We conjecture that the bound Λ2 in Proposition 4.2 is sharp, i.e. the upper bound
Λ1 can be replaced by Λ2. In such case, we could give an exact solution for the
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1-dimensional damage evolution problem as follows. We now consider γ = γ(t)
evolving in time, cf. (4.7).

Consider ggg(t, ζ) = γ(t)H0(ζ) +
∫ L

0
κ
2 | d

dtζ|2 dx and R as before, cf. (4.6)–(4.7)
and (3.2). The prescribed elongation/shrinkage `(t) is continuous, cf. (3.15) where
even C1-smoothness was assumed. Let ` be strictly monotone, say decreasing, in
time, starting from `(0) = 0, and the body is initially undamaged and undeformed,
i.e. ζ0 ≡ 1 and u0 ≡ 0, which is compatible with (3.16). Then

ζ(t, x) =

{
1 for 0 ≤ t < t∗, x ∈ [0, L],
ζdam(x) for t ≥ t∗, x ∈ [0, L],

(4.12)

where t∗ is the unique value such that

`(t∗)2 =
2a

C
L2Λ2

(√aL√
2κ

)
(4.13)

and where ζdam is one of the two minimizers of E under the constraint ζmin = 0,
see (4.4) with z = 0. We have immediate total damage at one point since the
instability criterion in Proposition 4.2(i) is obtained by complete damage. From
(4.13), we can identify a critical strain ecrit := |`(t∗)|/L above which the (even
total) damage starts evolving, namely

ecrit :=
|`(t∗)|

L
=

√
2a

C
Λ2

(√aL√
2κ

)
. (4.14)

For very short bars, i.e. small L, we have asymptotically % =
√

aL/
√

2κ → 0 and
then Λ2(%) → 1, cf. (4.8), so that, from (4.14), we can see that

ecrit ≈
√

2a/C. (4.15)

In particular, we can see that the resistivity to damage is determined by the ratio
(physically of dimension 1) of the activation stress and the elastic modulus, while
κ > 0 plays (asymptotically) no role as well as the length L itself.

Conversely, for long bars, in particular for L ≥
√

2κ/a, we have % =
√

aL/
√

2κ ≥
1 and thus Λ2(%) = 2/(3%), cf. (4.8), so that, substituting it into (4.14), we can
see that

ecrit = 2
4
√

2aκ√
3LC

. (4.16)

In particular, we can see that ecrit decays with increasing length L as O(1/
√

L). A
paradoxical effect can thus be expected (at least asymptotically if L →∞) that the
bar tends to break already even when a very small strain is achieved by the loading
(although the boundary displacement, i.e. the loading `(t∗) = ecritL ≈ √

L itself,
must be sufficiently large). This effect is caused by the adopted concept of global
stability (3.12) which is ultimately favorite for damage at small spots if there is
enough energy stored in the whole body. Fortunately, large engineering workpieces
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(as e.g. long bridges or tall towers) rely rather on local stability principles for which,
however, a rigorous mathematical theory is not developed yet. This reveals certain
limits of applications for the presented model.
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[18] M. Frémond, B. Nedjar, Damage, gradient of damage and principle of virtual power. Int. J.
Solid Struct. 33 (1996), 1083–1103.

[19] S. Govindjee, J.C. Simo, A micro-mechanically based continuum damage model for carbon
black-filled rubbers incorporating Mullins’ effect. J. Mech. Phys. Solids 39 (1991), 87–112.

[20] D. Kinderlehrer, G. Stampacchia, An Introduction to Variational Inequalities and their
Applications. Academic Press, New York 1980.
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Université du Sud Toulon-Var
BP 132
F-83957 La Garde Cedex
France

Alexander Mielke
WIAS (Weierstraß-Institut für Angewandte Analysis und Stochastik)
Mohrenstraße 39
D-10117 Berlin
Germany
and
Institut für Mathematik
Humboldt Universität zu Berlin
Rudower Chaussee 25
D-12489 Berlin
Germany

Tomáš Roub́ıček
Mathematical Institute
Charles University
Sokolovská 83
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